
Publications of Péter Gács
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[11] Peter Gács and László Lovász. Some remarks on generalized spectra. Z. Math. Log.
Grdl. M., 23(6):547–554, 1977.
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[37] Peter Gács. Deterministic computations whose history is independent of the order of
updating. ArXiv e-prints, 1995, 1204.2931. also
www.cs.bu.edu/faculty/gacs/papers/commut.pdf.
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[47] Peter Gács. Reliable computation (chapter). In Antal Iványi, editor, Algorithms in
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[49] Peter Gács. The angel wins. ArXiv e-prints, 2006, 0706.2817.
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[54] Peter Gács. Clairvoyant embedding in one dimension. ArXiv e-prints, pages 1–48, 2012,
1204.4897.
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